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Abstract

Due to various seasonal and monthly changes in electricity consumption, it is difficult to model it with conventional methods. This paper illustrates an Artificial Neural Network (ANN) approach based on supervised multi layer perceptron (MLP) network for household electricity consumption forecasting. This is the first study which uses MLP for forecasting household electricity consumption. Previous studies base their verification by the difference in error estimation. However this study shows the advantage of MLP methodology through design of experiment (DOE). Moreover, DOE is based on analysis of variance (ANOVA) and Duncan Multiple Range Test (DMRT). Furthermore, actual data is compared with ANN-MLP and conventional regression model. The significance of this study is integration of MLP and DOE for improved processing, development and testing of household electricity consumption. Moreover, it would provide more reliable and precise forecasting for policy makers. To show the applicability and superiority of the integrated approach, annual household electricity consumption in Iran from 1974 to 2003 was collected for processing, training and testing purpose.
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1. Introduction

Forecasting electricity consumption is a relatively difficult task. Electricity consumption represents two essential attributes, on one hand it shows the strong annual changes and on the other hand it clearly shows the increasing trend (Figure 1). Furthermore, the time series is affected by other variations that make the problem hard to model. Artificial Neural Networks (ANNs) are the strong rival of regression and time series in forecasting. ANNs are suitable for modeling this kind of problem with unknown factors. The target is to find the essential structure of data to forecast future consumption with less error.

ANNs have been used in nonlinear systems modeling and simulation. One of the most useful and interesting factors of ANNs is forecasting time series. This application of ANNs is suited where static condition or other conditions where using classic techniques are not suitable and applying time series is complicated. It can be also applied to energy forecasting problems. Some of these applications are short and medium term load forecasting [38,3], adaptive price forecasting[18], forecasting transport energy demand [42].Also in some cases ANN can give us a better output if it is trained with the preprocessed data [1,2]

![Figure 1: The trend annual energy consumption in Iran from 1974 to 2003](https://doi.org/10.24084/repqj05.358)
Formulating econometric model for supply and demand, Technical Report, Research Institute of Planning and Development, Iran, 1988. Also Research Institute of Planning and Development Planning and Budget Organization, Estimate demand for energy in Iran, Technical Report, Supreme Research Institute in Planning and Development, Iran, 1982. conducted a study by the name of “energy demand estimation”. In this study, the oil product, electricity and natural gas demand models have been estimated for various sectors and total economy. In addition, [26] investigated and estimated electricity demand in residential and industry sectors in Lorestan province of Iran. [27] investigated the stability of demand for energy and its effective factors. [30] forecasted electricity consumption by econometric methods.

In following section ANNs, moving average and data preprocessing method are introduced. Next, the variables for estimating electricity consumption are introduced. The model is then compared with conventional regression model. This will be achieved with the aid of analysis of variance (ANOVA) and Duncan experiment to compare all pairs of treatment means[12].

2. Artificial Neural Network

In general, ANNs are simply mathematical techniques designed to accomplish a variety of tasks. The research in the field has a history of many decades, but after a diminishing interest in the 1970's, a massive growth started in the early 1980's. Today, Neural Networks can be configured in various arrangements to perform a range of tasks including pattern recognition, data mining, classification, forecasting and process modeling [35,5]. ANNs are composed of attributes that lead to perfect solutions in applications where we need to learn a linear or nonlinear mapping. Some of these attributes are: learning ability, generalization, parallel processing and error endurance. These attributes would cause the ANNs solve complex problem methods precisely and flexibly.

ANNs consists of an inter-connection of a number of neurons. There are many varieties of connections under study, however here we will discuss only one type of network which is called the Multi Layer Perceptron (MLP). In this network the data flows forward to the output continuously without any feedback. (Figure 2a and 2b) show the general structure of MLP and a typical three-layer feed forward model used for forecasting purposes. The input nodes are the previous lagged observations while the output provides the forecast for the future value[22,41]. Hidden nodes with appropriate nonlinear transfer functions are used to process the information received by the input nodes. The model can be written as:

\[ y_i = \alpha_0 + \sum_{j=1}^{n} \alpha_j f \left( \sum_{i=1}^{m} \beta_{ji} y_{i-1} + \beta_{0j} \right) + \epsilon_i \]  

(1)

Where \( m \) is the number of input nodes, \( n \) is the number of hidden nodes, \( f \) is a sigmoid transfer function such as the logistic: \( f(x) = \frac{1}{1 + \exp(-x)} \). \{\alpha_j, j = 0, 1, ..., n\} is a vector of weights from the hidden to output nodes and \{\beta_{ij}, i = 1, 2, ..., m; j = 0, 1, ..., n\} are weights from the input to hidden nodes. \( \alpha_0 \) and \( \beta_{0j} \) are weights of arcs leading from the bias terms which have values always equal to 1. Note that Equation (1) indicates a linear transfer function is employed in the output node as desired for forecasting problems. The MLP’s most popular learning rule is the error back propagation algorithm. Back Propagation learning is a kind of supervised learning introduced by Werbos [35] and later developed by Rumelhart and McClelland [13]. At the beginning of the learning stage all weights in the network are initialized to small random values. The algorithm uses a learning set, which consists of input – desired output pattern pairs. Each input – output pair is obtained by the offline processing of historical data. These pairs are used to adjust the weights in the network to minimize the Sum Squared Error (SSE) which measures the difference between the real and the desired values over all output neurons and all learning patterns[16,24]. After computing SSE, the back propagation step computes the corrections to be applied to the weights.

The ANN models are researched in connection with many power system applications, short-term forecasting being one of the most typical areas. Most of the suggested models use MLP networks see for example [21,40,25,17]. The attraction of MLP has been explained by the ability of the network to learn complex relationships between input and output patterns, which
would be difficult to model with conventional algorithmic methods.

There are three steps in solving an ANN problem which are 1) training, 2) generalization and 3) implementation. Training is a process that network learns to recognize present pattern from input data set. We present the network with training examples, which consist of a pattern of activities for the input units together with the desired pattern of activities for the output units. For this reason each ANN uses a set of training rules that define training method.

Generalization or testing evaluates network ability in order to extract a feasible solution when the inputs are unknown to network and are not trained to network. We determine how closely the actual output of the network matches the desired output in new situations. In the learning process the values of interconnection weights are adjusted so that the network produces a better approximation of the desired output. ANNs learn by example. They cannot be programmed to perform a specific task. The examples must be selected carefully otherwise useful time is wasted or even worse the network might be functioning incorrectly. The disadvantage is that because the network finds out how to solve the problem by itself and its operation can be unpredictable. In this paper the effort is made to identify the best fitted network for the desired model according to the characteristics of the problem and ANN features.

3. Model variables

In order to estimate annual electricity household consumption, we introduce electricity household consumption with 5 input variables which are: 1) electricity price, 2) TV price index, 3) refrigerator price index, 4) urban household size and 5) urban household income. The actual data is composed of 30 years of annual household electricity consumption in Iran. Moreover, 22 years of the actual data is used for training the ANN and regression models and the remaining 8 years are to be used for testing and comparing the two models with actual 8 years of data. (Table 1) presents the data for the 5 inputs and electricity energy consumption in Iran from 1974 to 2003. Because of seasonal and monthly trend in electricity consumption it is difficult to forecast its trend by conventional methods such as regression and time series. Therefore, ANNs seems to be ideal for such unknown and fluctuating behavior. In most forecasting problems past data is used as input data to generate output data [38]. This is done as follows:

- \( f(x_1, x_2, x_3, x_4, x_5) \): Household electricity consumption demand (KWh).

The first five variables are defined as the input variables and the last one is the output variable. We can write a logarithmic relation as in equation (4a) with \( b_i \) for \( i = 1 \ldots 5 \) as constants. The constants will be identified by Least Square technique using the first 22 rows of data given in (Table 1) (1974-1995). Keep in mind that the last 8 rows of data will be saved for tests and experimentations. After applying the data in (Table 1) equation (4b) is obtained showing all variables are important.

\[
\ln f(x_1, x_2, x_3, x_4, x_5) = b_1 + b_2 \ln x_1 + b_3 \ln x_2 + b_4 \ln x_3 + b_5 \ln x_4 + b_6 \ln x_5
\]

\[
\ln f(x_1, x_2, x_3, x_4, x_5) = -28.17335 - 0.476667 \ln x_1 + \frac{0.349910 \ln x_2 - 0.293425 \ln x_3 + 16.06393 \ln x_4 + 0.908539 \ln x_5}{(4a)}
\]

\[
\ln f(x_1, x_2, x_3, x_4, x_5) = -28.17335 - 0.476667 \ln x_1 + \frac{0.349910 \ln x_2 - 0.293425 \ln x_3 + 16.06393 \ln x_4 + 0.908539 \ln x_5}{(4b)}
\]

Dependent Variable: Ln \( f(x_1, x_2, x_3, x_4, x_5) \)
Method: Least Squares
Sample: 1974-1995
Included Observations: 22

<table>
<thead>
<tr>
<th>Probability</th>
<th>t-Statistic</th>
<th>Standard Error (SE)</th>
<th>Coefficient</th>
<th>Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0000</td>
<td>-8.163948</td>
<td>3.450946</td>
<td>-28.17335</td>
<td>( b_1 )</td>
</tr>
<tr>
<td>0.0209</td>
<td>-2.518095</td>
<td>0.189297</td>
<td>-0.476667</td>
<td>( \ln x_1 )</td>
</tr>
<tr>
<td>0.0064</td>
<td>3.065511</td>
<td>0.114144</td>
<td>0.349910</td>
<td>( \ln x_2 )</td>
</tr>
<tr>
<td>0.0320</td>
<td>-2.315024</td>
<td>0.126748</td>
<td>-0.293425</td>
<td>( \ln x_3 )</td>
</tr>
<tr>
<td>0.0000</td>
<td>7.831631</td>
<td>2.051160</td>
<td>16.06393</td>
<td>( \ln x_4 )</td>
</tr>
<tr>
<td>0.0000</td>
<td>5.425735</td>
<td>0.167450</td>
<td>0.908539</td>
<td>( \ln x_5 )</td>
</tr>
<tr>
<td>18.4379</td>
<td>Mean dependent var</td>
<td>0.978281</td>
<td>R-squared</td>
<td></td>
</tr>
<tr>
<td>0.205765</td>
<td>S.D. dependent var</td>
<td>0.972565</td>
<td>Adjusted R-squared</td>
<td></td>
</tr>
<tr>
<td>0.141736</td>
<td>Akaike info criterion</td>
<td>0.381692</td>
<td>SE of regression</td>
<td></td>
</tr>
<tr>
<td>0.381692</td>
<td>Schwarz criterion</td>
<td>0.381692</td>
<td>Sum squared residual</td>
<td></td>
</tr>
<tr>
<td>171.610</td>
<td>F-statistic</td>
<td>16.80174</td>
<td>Log likelihood</td>
<td></td>
</tr>
<tr>
<td>0.000000</td>
<td>Prob (F-statistic)</td>
<td>1.327355</td>
<td>Durbin-Watson stat</td>
<td></td>
</tr>
</tbody>
</table>
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4. Running the model

One of the most useful neural networks used in regression analysis is Back Propagation learning algorithm [37,13]. Layered ANNs with only one hidden layer using sigmoid function nodes can closely approximate any continuous function[37.15]. Therefore, only one hidden layer is required to generate an arbitrary function. Several MLP networks were generated and tested. The transfer function for the first layer was linear, for all hidden layers were sigmoid and for the last one was linear. Back propagation algorithm was used to adjust the learning procedure and 22 rows of data selected to test the network. The results of the 4 best models and their errors are shown in (Table 2). These results are derived from 22 rows of unlearned data. Error which estimated by Minimum Absolute Percentage Error (MAPE) is calculated from the following equation:

$$\text{MAPE} = \frac{1}{n} \sum_{i=1}^{n} \left| \frac{EC_{\text{estimated}}(i) - EC_{\text{actual}}(i)}{EC_{\text{actual}}(i)} \right|$$

Where $EC_{\text{estimated}}(i)$ is the estimated household electricity consumption and $EC_{\text{actual}}(i)$ is the actual value of household electricity consumption.

<table>
<thead>
<tr>
<th>MLP Model number</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Learning method</strong></td>
<td>BP, momentum, weight decay</td>
<td>BP</td>
<td>BP, momentum, weight decay</td>
<td>BP, momentum</td>
</tr>
<tr>
<td><strong>Number of neurons in the first hidden layer</strong></td>
<td>10</td>
<td>12</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td><strong>Relative error</strong></td>
<td>0.0475</td>
<td>0.053</td>
<td>0.0466</td>
<td>0.0351</td>
</tr>
</tbody>
</table>

Table 2: The results of running the 4 MLP

It can be seen that the fourth model with 1 hidden layers and (5-12-1) neurons with momentum learning method would obtain smaller error than other models. The graph of the fourth MLP model versus actual data from 1996 to 2003 (test data) is presented in (Figure 3). As mentioned, these results were derived from 22 rows of unlearned data. The error results of the MLP network are also compared with the conventional regression model with respect to three categories of relative error shown in (Table 3). The reader should note that we have considered 3 categories of relative error which are: 1) mean absolute error (MAE), 2) mean square error (MSE) and mean absolute percentage error (MAPE). (Figure 4) shows the difference between the actual data and...
conventional regression and the actual data and 4th MLP with respect to the 8 years of test data. In addition, the graphical presentation of MAE, MSE and MAPE for the conventional regression and the 4th MLP are shown in (Figure5).

6. Analysis of variance

The estimated results of the selected ANN, regression method and actual data are compared by analysis of variance (ANOVA). (Table 4) presents the actual, MLP and regression data for the eight years period.

<table>
<thead>
<tr>
<th>Year</th>
<th>Actual</th>
<th>MLP</th>
<th>Regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>1996</td>
<td>23993</td>
<td>25083.15</td>
<td>25276.79</td>
</tr>
<tr>
<td>1997</td>
<td>26523</td>
<td>28146.11</td>
<td>32224.65</td>
</tr>
<tr>
<td>1998</td>
<td>28686</td>
<td>32170.78</td>
<td>32441.51</td>
</tr>
<tr>
<td>1999</td>
<td>29754</td>
<td>29426.38</td>
<td>33924.81</td>
</tr>
<tr>
<td>2000</td>
<td>31266</td>
<td>31651.8</td>
<td>34703.42</td>
</tr>
<tr>
<td>2001</td>
<td>32891</td>
<td>32764.41</td>
<td>39912.82</td>
</tr>
<tr>
<td>2002</td>
<td>34946</td>
<td>35563.7</td>
<td>39824.37</td>
</tr>
<tr>
<td>2003</td>
<td>37967</td>
<td>36963.86</td>
<td>35353.91</td>
</tr>
</tbody>
</table>

Table 4: The eight years test data for actual data, MLP and Regression (KWh)

The experiment was designed such that variability arising from extraneous sources can be systematically controlled. Time is the common source of variability in the experiment that can be systematically controlled through blocking [12].

Therefore a one way blocked design of ANOVA was applied. The results are shown in (Table 5). The test of hypothesis is defined as:

\[
H_0: \mu_1 = \mu_2 = \mu_3
\]

(6)

\[
H_1: \mu_i \neq \mu_j \quad i, j = 1, 2, 3, i \neq j
\]

Where \(\mu_1, \mu_2\) and \(\mu_3\) are the average estimation obtained from actual data, the selected ANN (4th MLP) and regression, respectively. It can be seen from (Table 5) that up to \(\alpha = 0.004\) the null hypothesis is rejected because of P-value. Moreover, at \(\alpha = 0.01\), we have \(F = 8.35\) and \(F_{0.01} = 6.51\). Now in order to find which of treatment means (regression or ANN) is closer to actual data, Duncan’s Multiple Range Test is applied in the next section.

A. Duncan’s Multiple Range Test

In order to perform Duncan’s we should find the standard deviation for each treatment mean calculated as:

\[
S_{\tau} = \sqrt{\frac{\text{MS(error)}}{b}}
\]

(7)
Then we should find Rp values that calculated like below:

\[ R_p = r_a(p,f)S_{\tilde{y}_i} \]  

(8)

\( r_a(p,f) \) is driven from the Duncan’s test table. After sorting the mean treatment, we can compare each treatment as follows:

\[ \bar{y}_1 = 30753.25 \], \[ \bar{y}_2 = 31471.27 \], \[ \bar{y}_3 = 34207.785 \]

\[ s_{\tilde{y}_i} = 627.749 \]

\[ r_{0.01}(2,14) = 4.21, r_{0.01}(3,14) = 4.42 \]

\[ R_2 = r_{0.01}(2,14)s_{\tilde{y}_i} = 4.21 \times 627.749 = 2642.82 \]

\[ R_3 = r_{0.01}(3,14)s_{\tilde{y}_i} = 4.42 \times 627.749 = 2774.65 \]

Comparing treatments 3 with 1 = 34207.785-30753.25

3454.54 >2774.65 \[ \mu_1 \neq \mu_3 \]

Comparing treatments 2 with 1 = 31471.27-30753.25

718.52 <2642.82 \[ \mu_1 = \mu_2 \]

We can see that the average of the first (actual data) and second treatment (the selected ANN) are equal at \( \alpha = 0.01 \). This shows that the average estimated values of electricity consumption of the selected ANN and actual data are equal at 99% confidence level. Hence, the ANN outputs outperform the conventional regression significantly.

### 7. Conclusion

This paper focused on ANN and DOE (ANOVA and DMLT) to forecast household electricity consumption. To show the applicability and superiority of the proposed approach actual data of energy consumption in Iran from 1974 to 2003 was used. MLP network was used and applied with the past 22 years of five input variables which are: 1) electricity price, 2) TV price index, 3) refrigerator price index, 4) urban household size and 5) urban household income. After testing all possible networks with 22 rows of unlearned data, we showed that MLP network with instruction of 1 hidden layer and (5-12-1) neurons with momentum learning method had the best output with an error equal to 0.0466 on the test data. The remaining 8 years of data was used as the test data. Moreover, ANOVA was applied to compare the selected ANN, regression and actual data. It was found that at \( \alpha = 0.01 \) (with p-value equal to 0.004) the three treatments are not equal and therefore Duncan’s Multiple Range Test was used to identify which model is closer to actual data. Moreover, it was shown that the selected MLP has better estimated values for household electricity consumption. This is the first study which uses MLP and time series for forecasting household electricity consumption. Previous studies base their verification by the difference in error estimation. However this study shows the advantage of ANN methodology through analysis of variance (ANOVA). Furthermore, actual data is compared with ANN and conventional regression model. The significance of this study is integration of MLP, time series and ANOVA for improved processing.
development and testing of household electricity consumption.

8. Future research

In order to extend the model that has been described in this paper, the seasonal changes from data can be removed and compared with the two models presented in this paper. Also, the results of this study could be further improved by other types of preprocessing methods such as Data Mining, Signal Processing and Genetic Algorithm.
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