An estimation and synchronization method based on a new modeling approach of power electrical signals
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Abstract. The authors have recently presented a new modeling approach, for electrical signals in power systems, which is based on the concept, derived from differential geometry, of the contact between a signal and an “osculating sinusoid”. A difficulty in applying the approach lies in the calculation of the “osculating sinusoid” parameters, when the signal contains noise. In order to overcome this problem, the paper proposes a new computation algorithm for determining the “osculating sinusoid” parameters also in presence of noise on the signal. Accordingly, a new method providing a fast and accurate estimation of the frequency, phase and amplitude for noisy grid signals is developed. The good performance of the method is verified by some significant simulation results.
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1. Introduction

Distributed generation (DG) systems are becoming more common as a result of the increased demand for electricity and the requirement to reduce the impact on the environment from traditional fossil and nuclear sources of power production. DG systems are relatively small and many of them make use of renewable energy such as photovoltaic, fuel cell, microturbine or small wind power. They have a reverse power flow capability and operate in parallel with utility grid by means of intelligent power interfaces. The correct operation of these interfaces (very often grid-connected inverters) is assured by information about frequency, phase and amplitude of the utility voltage and current. Moreover, an accurate and fast detection of the above quantities is also one of the most important issues regarding the development of power conditioning equipments such as Uninterrupted Power Systems and Series or Shunt Compensators (SC) [1],[2]. Thus, many estimation and synchronization methods, like suitable Phase Locked Loop (PLL) algorithms, have been recently developed and proposed to track the aforesaid information both in the steady state and during the transient periods [3]-[5].

On the other hand, especially considering the capacity of SCs and DG systems to operate services as power management or voltage control at distribution level, one can easily understand the importance of developing new approaches able to represent grid voltages and currents both in the steady state conditions as well as in the transient ones [6],[7].

For this reason, the authors have recently presented a new modeling approach for electrical signals in power systems [8]. The approach is based on the concept, derived from differential geometry, of the contact between a signal and an osculating sinusoid. A difficulty in its application lies in the calculation of the osculating sinusoid parameters, when the signal contains noise. In order to overcome this problem, this paper proposes a new computation algorithm for determining the above parameters also in presence of noise on signal. Accordingly, a new method providing a fast and accurate estimation of the frequency, phase and amplitude for noisy grid signals is developed. The algorithm is based on the derivatives estimation of noisy time signals approaches, recently presented in literature [9]-[11].

The paper is organized as follows: the foundations of the modeling approach of power electrical signals are illustrated in the next section. In section 3, the new computation algorithm for determining the parameters associated with the approach, also in presence of noise on the signals, is described in detail. Then, simulation results about the direct application of the modeling approach as estimation and synchronization method in some significant situations are given in section 4.

2. New Modeling Approach of Signals

The modeling approach already proposed in [8] is based on the concept of the contact between two curves on $R^2$ in differential geometry. In particular, two curves on $R^2$ described by the real functions $y = f(x)$ and $y = g(x)$, continuous and with continuous derivatives up to an order of interest, have a $n$-th order contact at point $P$ of
abscissa $x_0$ if the two functions and their derivatives up
the order $n$ have the same values, whereas the derivatives
of order $n+1$ are different i.e.:

$$f(x_0) = g(x_0); \quad f^{(1)}(x_0) = g^{(1)}(x_0); \ldots;
$$
$$f^{(n)}(x_0) = g^{(n)}(x_0); \quad f^{(n+1)}(x_0) \neq g^{(n+1)}(x_0).$$

A zero order contact means that the curves have a simple
crossing at $P$, a first order contact corresponds to two
curves tangent at $P$ and two curves having a second order
contact are said osculating. So, for example the osculating
circle of a curve at a point is just a circle having a second
order contact (at least) with the curve at that point.
Indeed, the three conditions obtained by (1) and specified
with $n=2$, give three equations allowing to determine, for
each $x_0$, the radius and the coordinates of the center of a
unique circle, provided that the second derivative is not zero.

In a similar way, for a generic electrical signal $y(t)$ it is
possible to define as “osculating sinusoid” of $y(t)$ at
instant $t_0$, the signal $v(t)$ given by:

$$v(t) = V(t) \sin[\theta(t)] \quad \text{with} \quad \theta(t) = \omega_0 t + \varphi(t) \quad (2)$$

and meeting the following conditions:

$$v(t_0) = y(t_0), \quad v^{(1)}(t_0) = y^{(1)}(t_0), \quad v^{(2)}(t_0) = y^{(2)}(t_0).$$

Denoting $V(t_0) = V_0$, $\omega_0 t_0 = \omega_0 t_0$, $\varphi(t_0) = \varphi_0$ and
then $\theta(t_0) = \omega_0 t + \varphi(t_0)$, the above conditions provide the
following three equations:

$$V_0 \sin[\theta(t_0)] = y(t_0),$$
$$\omega_0 V_0 \cos[\theta(t_0)] = y^{(1)}(t_0),$$
$$\omega_0^2 V_0 \sin[\theta(t_0)] = -y^{(2)}(t_0).$$

Through simple manipulations, the following solutions can be obtained:

$$\omega_0 = \sqrt{-y^{(2)}(t_0)/y(t_0)},$$
$$\theta(t_0) = \arctg \left[ \frac{\omega_0 y(t_0)}{y^{(1)}(t_0)} \right],$$
$$V_0 = \sqrt{\left[ y(t_0) \right]^2 + \left[ y^{(1)}(t_0)/\omega_0 \right]^2}.$$

It is easy to observe that the angular frequency given by
(6) is not real when the following condition is verified:

$$y^{(2)}(t_0)/y(t_0) > 0.$$  \quad (9)

In order to define, however, an “osculating sinusoid”, we substitute (5) with the following equation:

$$\omega_0^2 V_0 \sin[\theta(t_0)] = \text{sgn} \left[ \frac{y^{(2)}(t_0)}{y(t_0)} \right] y^{(2)}(t_0) \quad (10)$$

and so the angular frequency is determined by:

$$\omega_0 = \sqrt{\frac{\left[ y^{(2)}(t_0)/y(t_0) \right] y^{(2)}(t_0)}} \quad (11)$$

In this way, it is always possible to define the signal
$v(t)$, given in (2), by which the electrical signal $y(t)$
can be locally approximated. Clearly, this signal, still
called “osculating sinusoid”, actually has not a second
order contact with $y(t)$ when condition (9) occurs.

In order to better clarify the peculiarities of the modeling
approach, we consider to apply it to a generic signal, for
element $y(t) = t^2 e^{-t}$. By using (11), (7) and (8), it is possible to determine the “osculating sinusoids”
practically for every instant. Fig. 1 shows the signal to be
modelled (in red) and the osculating sinusoids (in blue
and green) in two different instants.

![Fig. 1. “Osculating sinusoids” of $y(t) = t^2 e^{-t}$ for $t = 2$ s (in blue) and for $t = 7$ s (in green)](image)

It is important to note that, if $y(t)$ is just a sinusoidal
signal, then the “osculating sinusoid” $v(t)$ is clearly the
same at the various instants with amplitude, angular
frequency and phase equal to those of $y(t)$. On the other
hand, it is worth observing that the power electrical
signals, for which it is proposed to apply the modeling
approach, are generally characterized by waveforms, that
converge to sinusoidal signals of grid frequency.

A. Calculation of the Osculating Sinusoid’s Parameters

As described in [8], because in some instants the quotient
included in (11) is ill defined due to an indetermination of the form 0/0, it can be convenient to use a computation
algorithm based on the knowledge also of the third order
derivative of the signal. Accordingly, the parameter
$\theta(t_0)$ can be calculated by:

$$\theta(t_0) = \arctg \left[ \frac{y^{(3)}(t_0)}{y^{(1)}(t_0)}/y^{(1)}(t_0) \right] \quad (12)$$

and then $\omega_0$ can be obtained by:

$$\omega_0 = \sqrt{\left[ \frac{y^{(2)}(t_0)}{y(t_0)} \right] y^{(2)}(t_0)} \quad (13)$$

$$\omega_0 = \sqrt{\left[ \frac{y^{(2)}(t_0)}{y(t_0)} \right] y^{(2)}(t_0)} \quad (13)$$
The amplitude $V_0$ is still determined by means of (8). Then, to apply this computation algorithm, it is necessary to have a practically instantaneous estimation of signal $y(t)$ and of its derivatives up to third order at instant $t_0$. Different numerical algorithms able to give fast and sufficiently accurate estimations of the above quantities from the knowledge of few samples of signal $y(t)$ can be chosen [8].

B. Applications of the Modeling Approach

As known, a PLL structure first must provide the phase of the grid voltage so as to synchronize the inverter output current with the grid voltage; at the same time the structure also allows to monitor the grid voltage amplitude and angular frequency.

The direct application of the proposed modeling approach leads to an algorithm performing tasks comparable to those of a single-phase PLL for grid-connected inverters. Indeed, as confirmed by significant simulation results shown in [8], the modeling approach provides an algorithm able to give fast and accurate synchronization and reliable monitoring of the amplitude and frequency of the grid voltage.

The basic point of view of the approach, consisting in considering the signal $y(t)$ as a sinusoidal signal of angular frequency, phase and amplitude varying with respect to time, involves a very interesting result. Indeed, it allows to extend the same concepts used in steady state conditions to characterize the grid signals, also in the transient operation; then, new definitions of instantaneous active and reactive powers can be used to design new power flow control strategies in applications based on power electronics converters [7],[8].

3. A New Algorithm for Noisy Signals

A problem in applying the above modeling approach is actually due to the fact that the equations (8),(12) and (13) used to determine the parameters of the “osculating sinusoid”, require the knowledge of the signal $y(t)$ and its derivatives up to third order for every instant of time. Indeed, it is known that the measure of an electrical signal contains at least the acquisition noise; therefore, even if suitable numerical differentiation algorithms are adopted, the calculated derivatives, especially those of higher order, are acceptable only for noise-free signals.

With the aim of overcoming this problem, this paper proposes a new computation algorithm, which takes into account the presence of noise on the signal. Consequently, this algorithm, applied to the modeling approach of the power electric signals, allows to obtain a method providing a fast and accurate estimation of the frequency, phase and amplitude for noisy signals.

This algorithm is divided into three steps, which provide the estimations of the angular frequency, angle phase and amplitude respectively for the “osculating sinusoid” at the generic instant $t_0$.

The algorithm is based on the derivatives estimation of noisy time signals approaches, recently presented in literature [9]-[11].

A. Estimation of the Angular Frequency

In this new context, the real noisy signal is:

$$r(t) = y(t) + n(t),$$ (14)

where $n(t)$ is an unstructured perturbation and $y(t)$ is the noise-free signal. To estimate the angular frequency $\omega_0$ of the “osculating sinusoid” at instant $t_0$, we assume to represent the signal $r(t)$ according to the model:

$$r(t) = v(t) + n(t) \quad t_0 - T \leq t \leq t_0,$$ (15)

where $v(t)$ is just the “osculating sinusoid” at $t_0$ i.e. $v(t) = V_0 \sin(\omega_0 t + \phi_0)$ and $T$ indicates the size of sliding estimation window. This hypothesis can certainly be acceptable, if we use a quite short time window, nevertheless sufficient to obtain accurate estimations.

In order to simplify the description of the algorithm, we consider, for the moment, that (15) is valid for $t \geq 0$; this corresponds to assume that the noise-free signal is actually sinusoidal with constant angular frequency to be estimated.

It is easy to observe that the signal $v(t)$ satisfies the following linear differential equation with constant coefficient:

$$v(t) + \omega_0^2 v(t) = 0.$$ (16)

Translating this equation into operational domain, we get:

$$s^2 V(s) - sv(0) - v(1)(0) + \omega_0^2 V(s) = 0.$$ (17)

Taking the second derivative with respect to $s$ permits to ignore the initial conditions:

$$2V(s) + 4s \frac{dV(s)}{ds} + (s^2 + \omega_0^2) \frac{d^2V(s)}{ds^2} = 0.$$ (18)

Then, dividing both sides by $s^3$ to avoid derivations with respect to time, we have:

$$\frac{2}{s^3} V(s) + \frac{4}{s^2} \frac{dV(s)}{ds} + \left(\frac{1}{s} + \frac{1}{s^3} \omega_0^2\right) \frac{d^2V(s)}{ds^2} = 0.$$ (19)

To estimate the parameter $\omega_0^2$, it needs to express (19) in time domain, using the classic rules of operation calculus. Recalling that the derivation $d^k/ds^k$ with respect to $s$ translates into the multiplication by $(-1)^k t^k$ and $1/s^k$ is replaced by the iterated integral of order $k$, we obtain, thanks to Cauchy rule, the estimation of $\omega_0^2$ as the following time-function:

$$\omega_0^2(t) = -2 \frac{\int_0^t (t - \tau)^2 - 4(t - \tau)^2 + \tau^2} {\int_0^t (t - \tau)^2 \tau^2} r(\tau) d\tau,$$ (20)
where of course, the noisy observation \( r(t) \) is considered in the two integrals. Let us note that (17) gives a time-domain representation with no derivatives but only integrations with respect to time and the unstructured noise is attenuated by the iterated time integrals, which are simple examples of low pass filters. 

Specifying this result to the representation (15) and taking into account closely the definition given in the previous section, we obtain for the estimation of the angular frequency \( \alpha_{0e} \) of the “osculating sinusoid” at instant \( t_0 \), the following formula:

\[
\alpha_{0e}^2 = 2 \left\{ \int_{t_0-T}^{t_0} \left[ T - (T - \tau)^2 - d(T - \tau) \right] r(\tau) d\tau \right\} ^2 \left\{ \int_{t_0-T}^{t_0} (T - \tau)^2 r(\tau) d\tau \right\}.
\]

**B. Estimation of the Phase Angle**

According to (7), it is easy to obtain the following estimation \( \theta_e(t_0) \) of the phase angle \( \theta(t_0) \):

\[
\theta_e(t_0) = \arctg \left[ \frac{y_e(t_0) - y_e^{(1)}(t_0)}{y_e^{(2)}(t_0)/\alpha_{0e}} \right],
\]

where \( y_e(t_0) \) and \( y_e^{(1)}(t_0) \) denote the estimations of the noise-free signal and its first derivative respectively at instant \( t_0 \). Therefore, to obtain the estimation \( \theta_e(t_0) \) it is necessary to extract from the samples of the noisy signal \( r(t) \) in the interval \([t_0 - T, t_0]\), the estimations of the angular frequency \( \alpha_{0e} \), the noise-free signal and its first derivative.

The approach, adapted to calculate these quantities, is based on the assumption that the noise-free signal \( y(t) \) can be locally approximated in interval \([t_0 - T, t_0]\) by the truncated Taylor expansion. However, for the sake of simplicity we first consider to represent \( y(t) \) in the interval \([0, T]\) by the following polynomial function:

\[
y(t) = y(0) + \sum_{h=1}^{N} y^{(h)}(0) \frac{t^h}{h!}, \tag{20}
\]

where \( N \) is the approximation degree.

In order to obtain a quite accurate estimation of the first derivative of the noise-free signal, a degree \( N=3 \) has been chosen in (20) i.e. the following expansion has been considered:

\[
y(t) \approx y(0) + y^{(1)}(0) t + \frac{1}{2} y^{(2)}(0) t^2 + \frac{1}{6} y^{(3)}(0) t^3.
\]

Translating this equation into operational domain, the previous equation is written as:

\[
Y(s) = \frac{y(0)}{s} + \frac{y^{(1)}(0)}{s^2} + \frac{y^{(2)}(0)}{s^3} + \frac{y^{(3)}(0)}{s^4}.
\]

Multiplying both sides of the equality by \( s^4 \) and taking the second derivative with respect to \( s \), we have:

\[
12 s^2 y(s) + 8 s^3 \frac{dY(s)}{ds} + s^4 \frac{d^2 Y(s)}{ds^2} = 6 s y(0) + 2 y^{(1)}(0).
\]

Dividing by \( s \), taking the derivative with respect to \( s \), again dividing by \( s^4 \) and finally using the correspondence rules from operational domain to time domain and the Cauchy rule, the estimation of the first derivative \( y_e^{(1)}(0) \) is given by:

\[
y_e^{(1)}(0) = -\frac{60}{T^5} \int_{0}^{T} p(\tau) r(\tau) d\tau
\]

with

\[
p(\tau) = 2(T - \tau)^3 - 14(T - \tau)^2 \tau + 11(T - \tau) \tau^2 - \tau^3.
\]

Because we are interested in obtaining the estimation \( y_e^{(1)}(t_0) \), based on the samples of the noisy signal \( r(t) \) in the interval \([t_0 - T, t_0]\), it is easy to understand as its formula can be drawn from (21) and it has the following expression:

\[
y_e^{(1)}(t_0) = \frac{60}{T^5} \int_{t_0-T}^{t_0} p(\tau) r(t_0 - \tau) d\tau.
\]

By using an algorithm similar to the previous one, with a degree \( N=2 \) in (20), the quantity \( y_e(t_0) \) is given by:

\[
y_e(t_0) = \frac{3}{T^2} \int_{t_0-T}^{t_0} q(\tau) r(t_0 - \tau) d\tau
\]

with

\[
q(\tau) = 3(T - \tau)^2 - 6(T - \tau) \tau + \tau^3.
\]

Once known the estimation \( \theta_e(t_0) \), calculated by (19), immediately we get the estimation of phase \( \phi_0 \).

**C. Estimation of the Amplitude**

The estimation of amplitude \( V_{0e} \) of the “osculating sinusoid” at instant \( t_0 \) is calculated by the equation:

\[
V_{0e} = \sqrt{\left[ y_e(t_0) \right]^2 + \left[ y_e^{(1)}(t_0)/\alpha_{0e} \right]^2}
\]

directly derived by (8).

**4. Simulation experiments**

The previous algorithm, applied to the modeling approach of the power electric signals, allows to obtain a method providing a fast and accurate estimation of the frequency, phase and amplitude for noisy grid signals.
In order to explain the performances of this method both during stationary and transient conditions, this section reports some significant numerical experiments. In these experiments, the noise level, introduced in (14) and measured by the Signal to Noise Ratio in dB i.e.:

\[
SNR = 10 \log_{10} \left( \frac{\sum |y(t_j)|^2}{\sum |p(t_j)|^2} \right)
\]

has been taken equal to 40 dB; a sliding estimation window \( T = 2 \cdot 10^{-3} \) s, with 2000 samples has been chosen. Suitable and simple numerical expedients have been used in order to avoid numerical errors in specific conditions. In particular, to avoid zero-crossing of the denominator in (18) an appropriate threshold has been adopted.

The first experiment allows to evaluate the performances of the angular frequency estimation obtained by (18). Actually, the quantity \( f_{0e} = \omega_{0e}/2\pi \) has been taken into account; therefore, an abrupt change of the frequency of the signal, from 50 to 51 Hz, has been considered.

Fig. 2 shows the frequency variation (in blue) and the estimation obtained by the proposed method (in red). As it is evident, after the step variation, the correct value of the frequency is estimated in less than half of the signal period.

The second experiment considers a ramp variation from 50 Hz to 60 Hz for the frequency of the signal. Fig. 3 shows as the estimation of the angle phase \( \theta(t) \) is accurate and there is always synchronization between the estimated angle phase (in red) and the real signal (in blue), also when the frequency is gradually changing.

The third simulation experiment aims to highlight the ability of the proposed method to provide a correct estimation of all the signal parameters. Therefore, this experiment considers a variation of the signal amplitude which goes from 7 to 5 Volt and lasts about 90 ms.

Fig. 4 shows again the comparison between real signal (in blue) and the estimated angle phase (in red) and also that between the real signal amplitude variation (in green) and its estimation (in black). The figure highlights the good estimation of the signal amplitude obtained also during the transient condition considered, without losing synchronization between the estimation of the angle phase \( \theta(t) \) and the real signal.

5. Conclusion

The paper started from a new modeling approach useful to represent power electrical signal. This approach is based on the definition of an “osculating sinusoid”, by which the electrical signal can be locally approximated. A difficulty in its application lies in the calculation of the parameters of the “osculating sinusoid” as angular frequency, angle phase and amplitude, when the signal contains noise.

Therefore, this paper developed a new computational algorithm for determining the parameters of the “osculating sinusoid” for noisy signals. This algorithm was obtained by the derivatives estimations of noisy time signals approaches, recently presented in literature.

Then, this algorithm, applied to the modeling approach of signals, was used as method providing a fast and accurate estimation of the frequency, phase and amplitude for noisy grid signals.

Moreover, considering the capability of the modeling approach to extend concepts as frequency, phase angle and amplitude during the transient, the main advantage of the proposed method consists in the ability to provide very fast estimations in steady state conditions as well in transient ones. This is very useful in applications as DG systems or Power Conditioner equipments connected to the utility grid especially at distribution level.
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